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Advanced Volumetric Capture and Processing

By Oliver Schreer, Ingo Feldmann, Thomas Ebner, Sylvain Renault, Christian Weissig,Danny Tatzelt, and Peter Kauff

Introducgao:

Eu gosto muito quando novidades dos laboratérios chegam até nds, pobres mortais, nos dando aquele gostinho de ficcao cientifica. E este
artigo € um verdadeiro banquete mostrando o futuro que esta por vir. O video volumétrico é considerado mundialmente como o passo mais
importante no desenvolvimento na producdo de midia, especialmente no contexto dos mercados de Realidade Virtual (VR) e Realidade
Aumentada (AR), onde a volumetria do video esta tornando-se uma tecnologia-chave. O Fraunhofer Heinrich Hertz Institute (HHI)

desenvolveu uma nova tecnologia para volumetria de video, intitulada: 3D Human Body Reconstruction (3DHBR), que captura pessoas reais e
cria modelos 3D dinamicos que se movem naturalmente, e que podem entao ser observados de pontos de vista arbitrarios em realidade
virtual ou aumentada. O artigo apresenta de forma completa o processo 3D multiview, que traz a alta qualidade de sequéncia de malhas em
termos de detalhes geométricos e de textura. Boa Leitura e bem-vindos ao futuro!

Por: Tom Jones Moreira

Abstract

Volumetric video 1s regarded worldwide as the next important
development 1n media production, especially in the context of rapidly
evolving virtual and augmented reality markets where volumetric
video 1s becoming a key technology. Fraunhofer Heinrich Hertz
Institute (HHI) has developed a novel technology for volumetric
video. The 3D Human Body Reconstruction (3DHBR) technology
captures real persons with our novel volumetric capture system and
creates naturally moving dynamic 3D models, which can then be
observed from arbitrary viewpoints in a virtual or augmented real-
ity scene. The capture system consists of an integrated multicamera
and highting system for a full 360° acquisition.
A cylindrical studio has been developed with a
diameter of 6 m and consists of 32 20-MPixel
cameras and 120 hght-emitting-diode (LED)
panels that allow for an arbitrary lit back-
ground. Hence, diffuse hghting and automatic
keying are supported. The avoidance of green

The complete
workflow is fully
automatic, requires
about 12 hr/min of

push. In addition, new augmented reality (AR) glasses
and mobile devices reach the market that allows for novel
mixed reality experiences. With the ARKIit by Apple and
ARCore for Android, mobile devices are capable of reg-
istering their environment and putting computer-generated
imagery (CGI) objects at fixed positions in viewing space.
Besides the entertainment industry, many other applica-
tion domains see a lot of potential for immersive experi-
ences based on virtual and AR. In the industry sector,
virtual prototyping, planning, and e-learning benefit
significantly from this technology. VR and AR experi-
ences 1n architecture, construction,
chemistry, environmental studies,
energy, and edutainment offer new
applications. Cultural heritage sites,
which have recently been destroyed,
can be experienced again. Finally, yet
importantly, therapy and rehabilita-
tion are other important applications,

screen and provision of diffuse lighting offers
the best possible conditions for relighting of the
dynamic 3D models afterward at the design
stage of the virtual reality (VR) experience.
In contrast to classical character amimation,
facial expressions and moving clothes are

mesh sequence, and
where VR and AR may offer completely

new approaches.
For all these application domains
and new types of immersive experi-

provides a high level
of quality for
immediate
integration in

ences, a realistic and lively represen-

reconstructed at high geometrical detail and
texture quality. The complete workflow s fully
automatic, requires about 12 hr/min of mesh
sequence, and provides a high level of qual-
ity for immediate integration in virtual scenes. Meanwhile, a sec-
ond, professional studio has been built up on the film campus of
Potsdam Babelsberg. This studio is operated by VoluCap GmbH, a
joint venture berween Studio Babelsberg, ARRI, UFA, Interlake,
and Fraunhofer Heinrich Hertz Institute (HHID).

Keywords
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Introduction

hanks to the availability of new head-mounted

“ displays (HMDs) for virtual reality (VR), such as
Oculus Rift and HTC Vive, the creation of fully

immersive environments has gained a tremendous

virtual scenes.

tation of human beings i1s desired.
However, current character animation
techniques do not offer the necessary
level of realism. The motion capture
process is time-consuming and cannot represent all of the
detailed motions of an actor, especially facial expressions
and the motion of clothing. This can be achieved with a
new technology called volumetric video. The main idea is
to capture an actor with multiple cameras from all direc-
tions and create a dynamic 3D model. There are several
companies worldwide offering volumetric capture, such
as Microsofts Mixed Reality Capture Studio, ! 81, and
4D Views.’> Compared to these approaches, the presented
capture and processing system for volumetric video distin-
guishes itself in several key aspects, which will be explained
in the following sections. Concerning multiview recon-
struction, several research groups work in this area. In
Reference 4, a spatiotemporal integration is presented
for surface reconstruction refinement. The presented
approach is based on 68 4MPixel cameras requiring-
approximately 20 min/frame processing time to achieve
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a 3M faces mesh. Robertini et al. present an approach
focusing on surface detail refinement based on a prior
mesh by maximizing photo-temporal consistency. Vlasic
et al.’ present a dynamic shape capture pipeline using
eight 1k cameras and a complex dynamic lighting system
that allows for controllable light and acquisition at 240
frames/s. The high-quality processing requires 65 min/
frame and a graphics processing unit (GPU)-based imple-
mentation with reduced quality achieves 15 min/frame
processing time.

Volumetric Capture

A novel integrated multicamera and lighting system for
a full 360° acquisition of persons has been developed.
It consists of a metal truss system forming a cylinder
of 6 m diameter and 4 m height. On this system, 32
cameras are arranged in 16 stereo pairs and equally
distributed at the cylindrical plane in order to capture
full 360° volumetric video. InFig. 1, the construction
drawing of the volumetric studio is presented.

In addition, 120 light-emitting-diode (LED) panels
are mounted outside of the truss system and a semitrans-
parent tissue is covering the inside to provide diffuse
lighting from any direction and automatic keying. The
avoidance of green screen and provision of diffuse light-
ing from all directions offers the best possible conditions
for relighting of the dynamic 3D models afterward at the
design stage of the VR experience. This combination of
integrated lighting and background is unique. All other
currently existing volumetric video studios rely on green
screen and directed light from discrete directions.

The system relies completely on a vision-based stereo
approach for multiview 3D reconstruction and omits
separate 3D sensors. The cameras are equipped with a
high-quality sensor offering a 20MPixel resolution at
30 frames/s. This is another key difference compared to
other existing volumetric video capture systems as this
approach benefits from experience in photogrammetry,
where high-quality 3D reconstruction can be achieved
using ultrahigh-resolution images. The overall ultra-
high-resolution video information from all cameras

Diffuse Screen and
Integrated Lighting

Speakers

**Camerasss

FIGURE 1. Drawing of the capture and light stage.
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FIGURE 2. View inside the rotunda during the first test production.

leads to a challenging amount of data, resulting in 1.6
Tbytes/min. In Fig. 2, a view inside the rotunda is
shown, with an actor sitting in the center.
Animportant aspectis the number and the distribution
of cameras. The objective was to find the best possible
camera arrangement with the least possible number
of cameras, and, at the same time, the largest possible
capture volume with a minimum amount of occlusions
had to be achieved. In Fig. 3, a sample view of all the 32
cameras is presented that represents our solution for the
multidimensional optimization problem.

Processing of Volumetric Video

Preprocessing

In this section, the complete workflow for the process-
ing of volumetric video is described and shown in the
workflow diagram shown inFig. 4. In the first step, a
preprocessing of the multiview input is performed. It
consists of a color matching to guarantee the same color
for the same parts of the object in all camera views.
This has a significant impact on stereo depth estima-
tion, but even more importantly, it improves the over-
all texture quality in the point cloud fusion step and
the final texturing of the 3D object. In addition, color
grading can be applied as well to match the colors of
the object with artistic and creative expectations. For
example, colors of shirts can be further manipulated
to get a different look. After color matching and grad-
ing, the foreground object is segmented from the back-
ground to reduce the amount of data to be processed.
The segmentation approach is a combination of differ-
ence and depth keying.

Stereo Depth Estimation

The next step is stereo depth estimation. As mentioned
in the previous section, the cameras are arranged in
stereo pairs that are equally distributed in the cylinder.
These stereo base systems offer relevant 3D information
from their viewing direction. A stereo video approach
1s applied that is based on the so-called IPSweep algo-
rithm.”® The presented stereo processing approach
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FIGURE 3. 32 camera views.

consists of an iterative algorithmic structure that
compares projections of 3D patches from left to right
image using point transfer via homography mapping.

In contrast to many other approaches that evaluate
a fixed disparity range, a set of spatial candidates and a
statistically guided update for comparison is used in this
algorithm, which significantly speeds up correspondence
search. Moreover, the selection of candidates is performed
along the optical ray defined by the depth of the candidate
related to the first camera. Once all candidates are evalu-
ated for a given similarity measure, the best candidate is
selected as final depth candidate. Compared to standard
block-matching approaches, spatial 3D patches are pro-
jected from left to the right image to cope with perspective

Multi-view video Preprocessing

Stereo depth estimation

Point cloud fusion

Meshing

Mesh reduction Mesh sequence

FIGURE 4. Workflow diagram.

distortions. This process is applied for a left-to-right and
right-to-left estimation. After that, a consistency check is
performed between both depth maps, and a consistency
map 1s produced. This consistency map is used to hinder
their propagation in the next iteration and to penalize their
selection. The iterative structure of the algorithm allows
for the propagation of correct results to the neighborhood
by keeping the independence of the processing per pixel.
This 1s significantly important for parallel processing
on GPUs, which has been heavily exploited in our case.
Moreover, the GPU-centric implementation allows for an
inherent subpixel processing due to texture lookups. To
summarize, the GPU-based design of the iterative patch
sweep has the following important properties:

m correspondence analysis performed on nonrectified
stereo configurations

m consideration of projective mapping via homography
transfer

B estimation on subpixel level by exploiting floating
point texture memory access in graphics memory

m fully parallelized processing per pixel through itera-
tive depth propagation.

Point Cloud Fusion
As an additional result of stereo processing, initial patches
of neighbored 2D points can be calculated straight away
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including normal information for each 3D point. The
resulting 3D information from all stereo pairs is then
fused with a wvisibility-driven patch-group generation
algorithm.” In brief, all 3D points occluding any other
depth maps are filtered out resulting in advanced fore-
ground segmentation. Remaining artifacts have a larger
distance to the object to be reconstructed and, as a result,
they do not occlude any other depth maps. The efficiency
of this approach is given through the application of fusion
rules that are based on an optimized visibility-driven
outlier removal and the fusion taking place in both the
2D image domain as well as the 3D point cloud domain.
Due to the high resolution of original images, the result-
ing 3D point cloud per frame is in a range of several tens
of millions of 3D points.

Meshing and Mesh Reduction

To match the high-resolution 3D point cloud with the
performance limits of the state-of-the-art render engines,
the 3D point cloud needs to be simplified and converted
to a single consistent mesh. Therefore, a geometry sim-
plification is performed that involves two parts. First,
a screened Poisson Surface Reconstruction (SPSR) is
applied.’® SPSR efficiently meshes the oriented points
calculated by our patch fusion and initially reduces the
geometric complexity to a significant extent. In addition,
this step generates a watertight mesh. Holes that remained
in the surface after the reconstruction due to complete
occlusion or data imperfections are closed. Second, the
resulting mesh is elementally trimmed and cleaned based
on the sampling density values of each vertex obtained
by SPSR. In contrast to the common approaches intro-
duced earlier, we do not require an extensive intersection
of the resulting surface with the visual hull. Outliers and
artifacts are already reliably removed by our patch fusion.

Subsequently, the triangulated surface is simpli-
fied even further to a dedicated number of triangles by
iterative contraction of edges based on Quadric Error
Metrics.!! Thus, detailed areas of the surface are repre-
sented by more triangles than simple regions.

During this stage, we ensure the preservation of
mesh topology and boundaries to improve the qual-
ity of the simplified meshes. Another important aspect
1s the possibility of defining the target resolution of
meshes. Depending on the target device, a different
mesh resolution is necessary to match the rendering
and memory capabilities. For a desktop application
using Oculus Rift or HTC Vive, a mesh size of 70K
faces 1s appropriate. However, mobile devices such as
Google Pixel can render mesh sequences of 20K faces
fluently. To recover details lost during simplification,
we compute ultraviolet coordinates for each vertex and
create a texture of suitable size.!'?

The final sequence of meshes can then be further
manipulated in standardized postproduction workflows
but also be rendered directly in VR applications, created
with 3D engines like Unity3D'® or Unreal Engine.'*
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Experimental Results
In this section, results from a recent 360° volumetric video
production are presented. This production has been per-
formed together with UFA GmbH for their VR experience
Entire life, which has been presented for six months at
the Film Museum Berlin in the exhibition UFAThe
story of a brand. Two actors have been captured sepa-
rately in the new Volumetric Video Studio as described
in the Volumetric Capture section. The resulting
dynamic 3D models have then been integrated into a joint
scene performing a dialogue. The separate capture led to
some challenges for the actors, as they had to speak dur-
ing the other performers breaks. The raw data consisted
of 25 Tbytes, which have then been processed with the
3D workflow presented in the Processing of Volumetric
Video section. The processing is performed on a local
cloud system resulting in a final sequence of texturized
meshes. The overall processing is about 28 frames/s. The
resulting quality of the meshes i1s achieved fully automati-
cally without manual postprocessing of individual meshes.
In Fig. 5 (left), a resulting depth map by one of the
16 stereo systems is shown. Besides the depth, we also
compute the normal of each 3D point, which is then used
during our fusion approach as described in the previ-
ous section. The fusion approach leads to a very detailed
point cloud of about 20M 3D points. The challenge is
now to further reduce the mesh complexity being able
to render the sequence of meshes in the render engine
of the target device. Currently, Unity 3D is used to ren-
der the sequence of meshes. In the near future, dynamic
rendering in Unreal will be supported as well. The
final complexity of the meshes depends on the render-
ing capabilities of the target device. For HT'C Vive or
Oculus Rift, a graphics workstation is used, and, for
these devices, a mesh resolution of 70K faces 1s an appro-
priate compromise in terms of the level of geometric
detail and performance. The result of the mesh fusion
and simplification process is shown inFig. 5 (middle)
and (right). In Fig. 6, several final texturized meshes are
presented. For AR applications, the resulting mesh needs

FIGURE 5. Example for a resulting depth map by one of the 16
stereo systems (left), resulting fused mesh (middle), and rendered
polygonal 3D model without texture (right).




L
APPLICATIONS/PRACTICES

FIGURE 6. Final meshes of different frames of a sequence.

to be reduced to 20K faces to render a sequence of about
40 sec. In Fig. 7, an example of integration in an AR
application 1s shown. A Google Pixel smartphone is used
together with the provided ARCore to register the device
with the environment. The integrated mesh is positioned
on a horizontal plane that is registered by the device
with the floor plane of the real-world environment. The
dynamic mesh can then be rotated interactively and
viewed from any direction. Due to the dynamic registra-
tion of the floor plane, the user can virtually walk around
the volumetric model in the AR device.

Summary

A novel integrated capture and lighting system has
been presented for the production of 360° volumetric
video. Furthermore, the complete multiview 3D process
ing chain has been explained that leads to high-quality
sequence of meshes in terms of geometrical detail and
texture quality. The overall processing time is rather low
compared to other approaches. The main reasons for this
are efficient algorithmic workflow using stereo processing
and smart fusion of 3D information, a parallel algorithmic
structure, and exploitation of GPU capabilities. The final
meshes can then be integrated into VR and AR applications
offering highly realistic representations of human beings.

FIGURE 7. Integration of mesh sequence on Google Pixel using
the ARCore.
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